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Silicon or Survive

◼ The New HPC Era
▪ Types of Legacy Hardware: CPU, GPU, FPGA, ASIC
▪ New Paradigms: Analog, Neuro, Quantum, Optical
▪ The Push For Low Precision and Scale: AI Hardware

◼ AI Hardware
▪ Established Players: NVIDIA GPU, Intel CPU
▪ Startup Funding: A $10B+ investment
▪ Case Studies
▪ Roadmaps
▪ Software stacks - OneAPI, ROCm, vendor specific ones

◼ Q&A
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Silicon or Survive

◼ A New HPC Era
▪ Types of Legacy Hardware

◼ CPU: x86, Arm, POWER
◼ GPU: NVIDIA, AMD
◼ FPGA: Intel (Altera), AMD (Xilinx)
◼ ASIC: Offload



Intel CPU



AMD Genoa



Fujitsu A64FX (Arm) in Fugaku



TOP 500 CPU



Silicon or Survive

◼ A New HPC Era
▪ Types of Legacy Hardware

◼ CPU: x86, Arm, POWER
◼ GPU: NVIDIA, AMD, Intel(?)
◼ FPGA: Intel (Altera), AMD (Xilinx)
◼ ASIC: Offload



NVIDIA H100



AMD MI250X



Intel Ponte Vecchio



TOP 500 Accelerators



TOP 500 Accelerators + Aurora
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AMD Xilinx Virtex + Versal



Intel Altera Agilex
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SmartNICs



DEShaw’s Anton 3



DEShaw’s Anton 3



DEShaw’s Anton 3
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Analog Computing

⏫ Super Low Power
⏫ Super Low Latency
⏫ ‘Any’ Value Possible

⏬ Conversion Accuracy
⏬ Non-Linear Response
⏬ Scaling

Recent Key Players: Mythic AI, IBM, Aspinity



Neuromorphic Computing

Recent Key Players: Intel Loihi 2, Spinnaker

Beware! Some companies calling themselves 
‘Neuromorphic’ aren’t actually doing it



Intel Loihi 2



Quantum Computing

Recent Key Players: Intel, IBM, Google, 
Microsoft, Amazon, DWave, Alibaba, IonQ

⏫ Physics, Chem, Bio
⏫ Math + Encryption
⏫ Machine Learning

⏬ Any other math
⏬ High Barrier to Entry
⏬ Need a billion qubits



Quantum Computing

◼ Several types of Qubits available:

Source: imec



Quantum Computing

Error Correction and Qubit Scaling?

Source: Google



Qubits Today



Optical Computing



Optical Computing

Recent Key Players: LightMatter, Lightelligence

⏫ No Power
⏫ Speed-of-light fast

⏬ Scales Poorly
⏬ Manufacturing



Optical Computing



Silicon or Survive

◼ A New HPC Era
▪ Types of Legacy Hardware
▪ New Paradigms: Analog, Neuro, Quantum, Optical
▪ Push for Low Precision

◼ AI Hardware
▪ Established Players
▪ Current $10B Market
▪ Case Studies: Wafer Scale, Analog Edge
▪ Roadmaps
▪ Software

◼ Q&A



Quantization

Using fewer bits saves power, and with the right 
architecture, can be sped up. But the tradeoff is 
range and accuracy



Quantization

How numbers are represented matters:

Value = (-1)S ᐧ mantissa ᐧ 2exponent 

IEEE754 defines number 
standards - what to do with 
infinities, sub-normal values, 
etc. Lots of chip companies are 
now defining their own number 
types to improve performance.



Quantization

Source: NVIDIA



Quantization



Quantization



Quantization in HPC

But all HPC runs are FP64 or FP32, right?

Source: NextPlatform - FP16 on Climate and Weather on Isembard (Bristol)



Quantization in HPC

Perhaps the solution is mixed precision: FP64 
when you need it, FP16 when you don’t



Quantization in HPC



Push for Quantization

Source: Dylan Patel, ISSCC



Push for Quantization

Push for reduced precision comes from AI

Source: NVIDIA A100
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AI Hardware Established Players

Training Inference

H100
A100
V100

Trainium

TPU v4
TPU v3

Ponte Vecchio
Sapphire Rapids

Ice Lake
Habana Gaudi2
Falcon Shores

Sapphire Rapids
Ice Lake
Skylake
Greco

H100 / A100
A10
T4

Inferentia
Graviton 3

TPU v4
TPU v3
Argos



AI Hardware Investment

Most of that hardware you buy, or is in the 
cloud. But there are 50+ startups creating AI 
hardware, some of which is already in HPC.

This market is $10B+





Google TPU v2



Google TPU (v2)



Google TPU v2





SambaNova Cardinal



CGRA

Egger et al., Auto-Tuning CNNs for Coarse-Grained Reconfigurable Array-Based Accelerators, July 2018



CGRA

Liu et al., A Survey of Coarse-Grained Reconfigurable Architecture and Design, October 2019



SambaNova Cardinal SN10



SambaNova Cardinal SN10



SambaNova

Source: DataCenter Dynamics





Cerebras Wafer Scale Engine
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Cerebras Wafer Scale Engine





Tenstorrent



Tenstorrent



Tenstorrent
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Intel DCAI
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Intel DCAI



NVIDIA



NVIDIA



NVIDIA



AMD CPU



AMD GPU



Arm



Tenstorrent



Software: NVIDIA CUDA 12.1.0

◼ Full support for 
x86, ARM, even 
CPUs and Windows

◼ CUDA Math 
Libraries, cuDNN, 
cuFFT, cuBLAS, 
NAMD, CFD

◼ Multi-user 
virtualization 
support for HPC + 
Cloud



Software: AMD ROCm 5.4

◼ Translates CUDA code to AMD via hipify
◼ OpenMP/OpenCL support, Linux (RHEL/Ubuntu), ESXi 7/8
◼ Extensive release notes with each version

https://docs.amd.com/



Software: Intel OneAPI



Software: Intel oneAPI

◼ Attempt to unify industry around DPC++ / SYCL
◼ Write once, compile often? Hardware agnostic?
◼ A proper ground-up redesign of Intel’s software support



Software: Intel oneAPI



What I didn’t cover in this talk

◼ Interconnect
▪ Infiniband vs Ethernet vs GPU-to-GPU
▪ Integrated Optics/Photonics
▪ New paradigms like CXL

◼ Storage
▪ Rise and fall of Intel/Micron’s Optane
▪ HBM vs DDR vs Compute-in-Memory

◼ China
▪ Did they really have the first exaflop 

supercomputer?



The AI Hardware Show

Source: Spotify, youtube.com/techtechpotato
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TechTechPotato Mugs

http://merch.techtechpotato.com

First 50 orders
20% OFF with code EUM23

http://merch.techtechpotato.com

