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My Background
 No system administrator
 No Linux guru

 In the larger field of HPC since 2011 (student, PhD student, postdoc)
 Work on performance measurement and program analysis tools
 I attended a Spack tutorial at ISC several years ago (and never used it)

 Started streaming on twitch to motivate myself during final year of PhD
 Opportunity to reserve time for “trying out stuff of my want-to-try list”
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ToolThursday
 Weekly “show” on twich to approach a tool / library / technology that I think
 Helps me with a particular task
 Is relevant to my field
 May be fun to see
 Was suggested as something cool to look at by someone else

 First two tools on the list: Spack and EasyBuild
 Spack: 4 episodes so far, totaling ~7 hours
 EasyBuild: 2 episodes so far, totaling ~4 hours

 Every Thursday from 9.30pm CET – 11.00pm CET (sometimes even midnight!)
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Goal
 Familiarize myself a little bit with both tools for educational purposes
 Our compute center decided to go with Spack

 Set up the development environment on my home machine
 Running Manjaro Linux with Cinnamon DE
 Currently using containers as development environment

 Create a package file / easyconfig for my tool MetaCG [1] as a starting point
 Potentially creating these for all software we develop in our group
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MetaCG
 Collection of tools and libraries for call-graph construction and analysis for 

heuristic profiling hook placement within PIRA [2].
 More info: PhD Presentation [3], FOSDEM’21 talk, FOSDEM’22 talk on Feb. 6th 

 Dependencies
 GCC 9, Clang / LLVM 10
 OpenMPI
 nlohmann json
 cxxopts
 Score-P / Cube
 Extra-P 3.0 https://github.com/tudasc/metacg
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Spack
 https://github.com/spack/spack

 “Spack is a multi platform
package manager that builds 
and installs multiple versions 
and configurations of software.”

 My understanding: I type “install gcc” and Spack
resolves dependencies and installs them if they
are not already there. Like apt-get on Ubuntu.

https://github.com/spack/spack
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Installation
 Clone the git repository
 Source a script, if you want to use things like spack load cmake
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First Build
 Installing zlib
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Building the Toolchain
 Spack didn’t realize that the system GCC can 

compile Fortran (gfortran not being installed 
on the system)
 The error message wasn’t particularly clear

 Installed GCC version 9.1 (w/ Fortran)
 Installed all other dependencies
 Except Extra-P

spack install llvm@10.0.1 %gcc@9.1.0
spack install cubelib@4.5 %gcc@9.1.0
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Building the Toolchain
 Created the Extra-P package

(shout out to twitch user Babumts)
 Documentation would have 

gotten me there eventually, but 
Babumts was faster

 This was the biggest obstacle

Need to copy the 
‘include’ from source tree 

to install



26/01/2022  |  Scientific Computing  |  JP Lehr  |  Spack "vs" EasyBuild  |  12

Building MetaCG
Fitting for this meeting
 Did not succeed due to defficiencies in MetaCG’s CMake. :)

 It currently assumes (or requires) to have the source-tree for cxxopts
 This is due to an older version of cxxopts being used
 Reason has been fixed in current cxxopts
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What I enjoyed w/ Spack
 I weirdly “enjoy” installing software by checking out a git repository

 The documentation told me what I needed to start
 No additional information that I may want to know once I’m a Spack guru

 Once I got over the syntax initially, things worked out nicely and I was able to recall 
it faster than I expected

 The packages I needed built with the versions I set to be used
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My Take Away
 For my limited use case, I did not encounter any real obstacle for using Spack

 spack find and list behave differently when giving partial names

 Spack does not display what it will build (at least per default)

 I don’t know how many versions of Perl I have by now installed on my system

 I felt there was too much documentation once the initial steps are done
 I usually wasn’t sure where to look for what I searched for
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EasyBuild
 https://github.com/easybuilders/easybuild

 “EasyBuild is a software build
and installation framework
that allows you to manage
(scientific) software on High
Performance Computing (HPC) systems in
an efficient way.”

 My understanding: I have a list of packages
that I can install with ease and configure for other versions when needed.

https://github.com/easybuilders/easybuild
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Installation
 Installed using pip
 At the time of installation (remember I’m on Manjaro) was Python v3.9
 At the time of use Manjaro updated the Python version to 3.10
 Re-installed for Python v2.7 (thanks for the help Kenneth)

 I confused my machine with the cluster and that I did not have LMod installed
 Sanity checks worked, but
eb --search matplotlib
failed
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First Build
 Built GCC v9.3

(initially forgot --robot) 
 Went smoothly

 The EB documentation didn’t help me from the get-go how to install something
 Examples has some .eb file w/ versions in it
 “I don’t know where that comes from.”
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Building the Toolchain
 So then, just compile LLVM 10 with GCC 9.3

 Well, it’s missing a config with the right GCC version
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Building the Toolchain
 Initially tried one of the LLVM 10 packages using 
 eb --software-name=LLVM-10.0.1 --toolchain=GCC,9.3.0
 No success
 “ERROR: Toolchain template not found, available toolchains: …, GCC, …”

 Then copied LLVM-10.0.1-GCC-10.2.0.eb to LLVM-10.0.1-GCC-9.3.0.eb
 Changed the ‘version’ of GCC in ‘toolchain’ to 9.3.0
 No success

 Ended with missing OS dependencies (which I now know, I should’ve ignored with 
--ignore-osdeps)
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Building the Toolchain
 Next: using the --try-toolchain=GCCcore,9.3.0 
 Some more progress
 LDAP version on Manjaro too new for cURL  fixing it with → --without-ldap
 Suggested by Kenneth
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Building the Toolchain
 Next: using the --try-software-version=10.0.1 
 LDAP version on Manjaro too new for cURL  fixing it with → --without-ldap

 Errors out on obscure CMake error
 Support for C++17
 Cannot make std::unique_ptr<T>

 Maybe (Actually?) a problem with the binutils version (and the Manjaro host?)
 Change binutils version dependency in Cmake easy config
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Building the Toolchain
 At this point I stopped (for now)
 Had to prepare slides for this talk
 Continue on Thursday on twitch
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Obstacles
 I want LLVM 10 built with GCC 9.3
 It felt as if I was working against 

the system (and my host system?)

 Documentation
 The docs feel written for a 

different audience than me
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My Take Away
 Available configs built smoothly and without issues

 It doesn’t go ahead and download / compile truck loads of stuff (unless --robot)
 Although I’m also annoyed by me, forgetting giving it that flag

 I can see a lot of value in common toolchains
 May be inspired from that for my own stuff / CI support

 The documentation didn’t help me a whole lot, but the twitch chat did
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Comparison
Spack
 Clone git repository
 spack install gcc@9
 Compile LLVM 10 with GCC 9

 Docs tell me how to immediately use it
 May not be the most efficient usage

 I got lost in the large documentation 
when I wanted to start with my own 
package file

EasyBuild
 Installation via pip
 eb GCC-9.3.0.eb --robot
 LLVM 10 with GCC 9 didn’t work 

despite changes

 Docs tell me a lot of details
 I’m impatient  want to install stuff→

 I did not yet get to the point where I 
have to implement an easy config
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Summary / Conclusion
 For my daily work, i.e., I need some library for my development, I chose Spack
 Recently needed CMake v3.22.x on our cluster and wanted to straightforwardly 

use module system compiler  → spack install cmake@3.22

 For creating a user-facing software stack that can have a little bit of slack w.r.t. 
versions I may choose EasyBuild
 Common toolchains for me most interesting thing in this regard

 Ad: Come and join me Thursday’s for #ToolThursday on twitch.tv/jplehr ;) [4]
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